Background: Findings from the Visual Analytics Working Group

The goal of the Visual Analytics Working Group is to describe a Discovery Environment capable of displaying diverse types of data from laboratory, field, in silico analyses and simulations, and other sources specific to genotype-to-phenotype research in ways that reveal underlying patterns, lead to novel hypotheses, provide concise syntheses, and support publication, collaborations, and education.  Led by Ruth Grene and Greg Abram, the working group began discussions in September 2009 and quickly discovered that a face-to-face meeting was needed to develop a mutual understanding between plant biologists and computer scientists on the working group.
 

In early November 2009, members of the Visual Analytics Working Group met at Texas Advanced Computing Center for this mutual education meeting. During this meeting, the working group identified major issues in the G2P analysis and emerged with a process, and test cases, to model data flow between often-used components to guide the development of a user-friendly visualization and analysis tool. 
 

Active collaboration between Bernice Rogowitz and domain experts (Ruth, Tom, et al) began after this meeting. Bernice worked with the iPlant biologists to understand specific experimental and analytical “use cases” as part of the process of uncovering intermediate steps between phenotype and genotype.  These processes were expressed as high-level data flow diagrams, depicting the steps that a plant biologist would complete to accomplish a scientific discovery.  Also captured were the biologists’ insights concerning “gaps” and what new technology capabilities would enhance their science.  Through this process, recommendations were developed for the overall iPlant cyberinfrastructure that would support scientists’ and educators’ current and future needs.
 

The group made some general observations about this process:
1. The data flow model works very well for representing the data and processes in plant genomic research exploration.  It is suitable for representing gene expression, metabolites, and signaling components/pathways as well as being able to accommodate different plant processes such as metabolism, growth habit and physiology.
2. Testable hypotheses may be presented visually as linear pathways or as networks.
3. Having a common structure for representing use cases helps identify similarities and patterns across different biological disciplines.
4. The methodology helps scientists clarify and communicate their reasoning.
5. Using this methodology helps scientists clarify requirements for data, data integration, and groundbreaking modes of visualization. 
6. Identified as most important, this methodology helps scientists identify operations that do not exist today which could help them create next-generation science.
 

In addition to the general observations about the methodology listed above, the working group developed a list of specific observations to be used in guiding the design of the CI.
1. The CI will need to serve different types of users.  Those identified by the group include plant biologists, power users, and developers.   A fundamental grasp of, and respect for, the principles of contemporary biology, unites the three groups.  The plant biologist/domain specialist, who is not a computer scientist, will need sophisticated, yet easy-to–use analysis, and visualization tools.  Additionally, tools created for this user will serve educational and outreach applications.  The power-user is a computationally-savvy plant biologist who needs an easy-to-use system that allows them to create personalized and customized data flows.  The developer, who may or may not be a practicing scientist, is an individual that will be creating new tools; they need established APIs to allow their tools to integrate into the CI and be used easily by the community.
2. The CI should facilitate scientists' access to the myriad of biological databases. Scientists wish to mine these databases for new insights as well as compare their data with relevant, earlier data. This access and integration should support both computational and visual analytic methods.
3. The CI will need to support dynamic and interactive data analysis.  Scientists want to interact with their data and conduct “what-if” experiments.  They want to have access to dynamic, time-varying data and have tools that help them analyze such data.  Most current tools and methods that exist now are static.
4. The CI will need to support multiple data types. Scientists want to include multiple types of data into their analyses, to see patterns across multiple data types.  Data types include, but are not limited to, regulatory or co-expression networks, pathways, sequences, orthologous and paralogous relationships, tabular data, images, 3-D data, and free text. 
5. The CI will need to support the ability to explore interactive links across different visual representations.  Scientists would like support for “interactive brushing” or the ability to color paint in one visual representation and have this reflected in other linked representations.  Examples include painting a metabolic pathway with metabolomic and gene expression magnitude, using interactive visualization to identify genes of interest and have the relevant sub-cellular structures or pathways automatically highlighted, and marking a pathway or tree-node and seeing the gene expression for that region.
6. The CI will need to support annotation and keep provenance of data and metadata.  When a scientist identifies a key pathway or relationship, the system should allow for the capture of that pattern so that it can later be used for communication, as a template for future analyses or to search for similar patterns in other data sets.  The scientist wants tools to help them keep track of where data came from, what operations were done, and why.
7. The CI will need to support the ability to validate tools and data flows.  In using a “pre-packaged” component or data flow, the scientist wants to know that it is valid and that it is appropriate and computationally correct.  A suggestion is to use “Social Computing” methodologies whereby the community of plant biologists and computational scientists provides ratings, comments and annotations that build knowledge.  For components, users can rate them, discuss their uses, register criticisms, provide comparisons, or suggest competing technologies.  For data flows, users can comment on their uses, suggest extensions, or discuss particular choices.
8. The CI will need to be scalable and flexible.  The scientist needs a system that will allow them to continually update, improve and modify they work that they do, keeping pace with larger data sets, improved analytics, alternate methods, new tools, new data, and joining different types of data.  Easy methods need to exist to substitute components, visualizations, methods, analyses, and data.  The system has to be able to grow organically and flexibly.
 

For plant biologists, the intellectual process is creative and diverse; there is no one-size-fits-all solution.  There is a great desire to use existing tools, components of existing tools, and to develop new tools.  For visual analysis, no set of tools will be comprehensive.  Pre-existing tools are very valuable, reusable visualization components will be important along with new tools that are more abstract and general in nature. 
 

Development Scope

In response to the detailed analysis of the Visual Analytics working group, iPlant proposes to undertake the following courses of action:

First, we will commence a series of collaborative, problem-driven exploratory visualizations of high-complexity scientific data from the Genotype-to-Phenotype domain. In this model, scientists associated with the G2P project will provide data sets and interactive discussion with visualization professionals at TACC and other locations. The goals of these activities are twofold: to provide near-term scientific value to our collaborating scientists and to inform the design of future-generation visual analytics applications tailored to the G2P domain. These collaborations will be designed and managed to derive maximum scientific value and infrastructure design opportunities.

Second, we will commence development of a Visual Analytics Discovery Environment. This is a rich internet application (RIA) that implements an extensible, component-based visual programming environment that allows users to construct, modify, execute, and share powerful visual analytic and computational workflows.  Development will initially focus on building modules to support two marquee scientific workflows, which have been identified by the Visual Analytics working group as encompassing a significant portion of the Genotype-to-Phenotype problem space. The first of these focuses on extracting significant genes and metabolites from primary experimental data via statistical analysis, then viewing, interacting with, and analyzing the integrated composite of these results using advanced visualization and computational methods in order to infer metabolic and regulatory networks that are responsive to experimental conditions. Such networks and pathways can in turn be visualized and interpreted using network analysis applications. In the second workflow, candidate genes, selected by upstream modeling, statistical inference, or literature searches, are used as seeds around which functional networks are inferred, making liberal use of cross-species homology relationships, by integrating computational co-expression analysis and interactive visualization of expression patterns in anatomical or metabolic pathway contexts.
The Discovery Environment provides support tailored to three major classes of users. Beginning users will be presented with configurable, but relative static collections of components that offer a high degree of abstraction from the underlying informatics and are capable of performing very specific analytical processes. These collections will be packaged to appear as discrete web applications. Intermediate users desiring more flexibility will be offered access to the component modules, including those used to build the scientific applications provided to Beginning users. By dragging, dropping, connecting, and configuring modules on a virtual canvas, users will be able to build their own web-based analytical tools, and then use these tools to perform sophisticated scientific investigations. Importantly, the types of analysis we will facilitate are often quite difficult in today's environment due to challenges imposed by a lack of facile data- and operational integration between heterogeneous computational and visual analytical tools. To Advanced users, the discovery environment will provide a rich application programming interface (API) that facilitates extension of the system with new computational or visualization modules, programmatic access to iPlant services outside the RIA Discovery Environment, and fine-grained access to iPlant's large-scale computing resources. 

Support for the two major scientific workflows will require implementation of a substantial suite of inter-connectable components. Examples of transactional, bioinformatic components include, but are not limited to the following: a plant gene orthology resolution service capable of using multiple algorithms such as TreeFam, CoGE, OrthologID, and InParanoid; tools such as ATTED-II and GeneVestigator which can be used to identify networks of genes that are co-expressed with a candidate gene of interest under specific physiological, anatomical, genetic, or environmental conditions; and a service for determining empirically-measured or computationally-predicted subcellular location of plant peptides based data resources such as SUBA, PSORT, or LOCHom. Furthermore, since a fundamental component of G2P inference is the network, tools for retrival of interaction networks from resources such as BIND, InTact, and AtPID, and services facilitating prediction of inferred functional networks based on systems like AraNet, Ondex, and GeneMania are also appropriate. The information visualization and analysis requirements for the G2P problem space are diverse, but several basic functionalities have been identified as necessary and targeted for implementation. Examples include a tool such as alphaworks VIVA (Visualization and Visual Analysis) to enable parallel coordinate analysis of complex metabolic and gene expression data sets; genome browsers like IGV, Gbrowse, and CoGE which provide the user the ability to view relationships among genome structure, experimental results, synteny relationships, and annotations across genomic regions of interest; applications such as " eFP Browser" MapMan, and PlantMetGenMap which interactively paint expression and/or metabolite levels onto anatomical or biochemical pathway diagrams; and generic clustering, network diagram layout, and graphing applications. Visualization applications will, by default, be able to act as consumers of data sources and analytical processes, and may be able to, depending on internal details of their implementation, act as interactive filters or processors of these data, allowing transformed information to be passed along to downstream workflow components.

The developed components will be a combination of applications developed to implement specific scientific or integrative logic and hosted within the iPlant physical infrastructure, scientific applications developed by third parties but hosted on the iPlant infrastructure, and services or applications developed by third parties and hosted on their own physical infrastructure. Obviously, development of a robust integration layer will be required to facilitate human- and machine-led interactions among these components. This integration layer is under active development as a foundational aspect of the iPlant Cyberinfrastructure, and its design includes features explicitly targeted at support for the problems in the G2P space. For example, the complexities of data integration between iPlant and the outside world, as well as among applications and components are handled by use of a common semantic model for biological data. Instead of translating directly between myriad biological types and format representations, translators are developed to convert to/from the common semantic model. Newly developed applications can communicate directly using this model, and legacy solutions can be integrated into the system by authoring simple shim code that interfaces with this common semantic representation. Another important feature will be the shared communication infrastructure, or 'bus' to which components can be connected. Regardless of physical location or underlying implementation technology, services and applications will be mutually communicative - this mirrors the conceptual model of how many scientists think that tools should work together. The communication bus will be designed to facilitate real-time communications among applications such that they can be combined in interactive relationships. A third important infrastructure feature that supports the Visual Analytics system is the metadata management system. Information about the provenance of and transformations performed upon experimental data will be recorded in detail in iPlant systems. This fosters reproducibility of experimental workflows as well as the ability of the system to perform integration tasks with a minimum of user input.

In addition to support for a variety of scientific bioinformatic and visual analytical services, the discovery environment will feature robust data, provenance, and workflow management functionality. Data management capabilities include uploading user-sourced data, such as microarray expression results, UHTS data, metabolomics data, or peptide sequences, using data shared by other users of the system, and importing data from remote sources such as model organism databases and experimental repositories. Data residing within the user's workspace can be organized, annotated with experimental metadata, and shared with other users. Comprehensive provenance information for primary and derived data is collected in a robust metadata management system and will be used to provide versioning and experiment tracking capabilities to the configurable workflow architecture. This information will also be exposed via the API so that advanced users can take advantage of it. Workflow management capabilities include the ability to combine components together to create executable, interactive workflows, grouping functional collections of components into modules, bidirectional sharing of workflows with other users of the system, and editing copies of existing workflows. Users will have fine-grained control over ownership and sharing of individual collections of data, workflows, derived data products, and visualizations in their personal workspaces. The default system behavior will default to the most stringent privacy and security settings for all items belonging to a given user. Users will be easily able to add authorized users or share their personal data objects with the general scientific public from within the user interface to their workspace.
